
CS 188 SECTION 13
These slides are on Piazza! Search for “Daylen’s slides”



UPCOMING DEADLINES

➤ HW 6 due tonight @ 11:59 

➤ Project 6 due Sunday @ 5pm 

➤ Final Exam next Thursday



FEATURE MAPS

➤ Or: how to get better features without having to do anything 

➤ If we can’t separate the data with a line/plane, we can try to 
map the features to a space where we can separate the data 

➤ Example: Polynomial feature map (Video)

Non-Linear	Separators

▪ General	idea:	the	original	feature	space	can	always	be	mapped	to	some	higher-
dimensional	feature	space	where	the	training	set	is	separable:

Φ:  x → φ(x)

https://www.youtube.com/watch?v=3liCbRZPrZA


TWO APPROACHES

1. Explicitly compute the new features and expand your 
current feature vector 

2. Implicitly compute the new features, using a kernel

Some	Kernels

▪ Kernels	implicitly	map	original	vectors	to	higher	dimensional	spaces,	take	the	dot	
product	there,	and	hand	the	result	back	

▪ Linear	kernel:	

▪ Quadratic	kernel:	

▪ RBF:	infinite	dimensional	representation	

▪ Discrete	kernels:	e.g.	string	kernels



K-MEANS

➤ Demo

http://shabal.in/visuals/kmeans/6.html


NEURAL NETWORKS

➤ “Keep doing the chain rule”



WORKSHEET


