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CORRECTION: LAPLACE SMOOTHINGLaplace	Smoothing

▪ Laplace’s	estimate	(extended):	
▪ Pretend	you	saw	every	outcome	k	extra	times	

▪ What’s	Laplace	with	k	=	0?	
▪ k	is	the	strength	of	the	prior	

▪ Laplace	for	conditionals:	
▪ Smooth	each	condition	independently:

r r b

Number of events that X can take on



CALCULUS REVIEW SECTIONS

➤ Session 1: today; 6-7:30 pm, Soda 405: single variable 
calculus 

➤ Session 2: today; 7:30-9 pm, Soda 405: identical content to 
session 1 

➤ Session 3: tomorrow; 6-7.30 pm, Soda 380; multi variable 
calculus 

➤ Session 4: tomorrow; 7.30-9 pm, Soda 380; identical content 
to session 3



UPCOMING DEADLINES

➤ Project 5 due today @ 5pm 

➤ HW 6 due Wednesday @ 11:59 

➤ Project 6 due Sunday @ 5pm 

➤ Final Exam next Thursday



BINARY PERCEPTRONSLinear	Classifiers

▪ Inputs	are	feature	values	
▪ Each	feature	has	a	weight	
▪ Sum	is	the	activation	

▪ If	the	activation	is:	
▪ Positive,	output	+1	
▪ Negative,	output	-1
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BINARY PERCEPTRONS Learning:	Binary	Perceptron

▪ Start	with	weights	=	0	
▪ For	each	training	instance:	
▪ Classify	with	current	weights	

▪ If	correct	(i.e.,	y=y*),	no	change!	
▪ If	wrong:	adjust	the	weight	vector	by	
adding	or	subtracting	the	feature	
vector.	Subtract	if	y*	is	-1.



MULTICLASS PERCEPTRONS

Multiclass	Decision	Rule

▪ If	we	have	multiple	classes:	
▪ A	weight	vector	for	each	class:	

▪ Score	(activation)	of	a	class	y:	

▪ Prediction	highest	score	wins

Binary	=	multiclass	where	the	negative	class	has	weight	zero

Learning:	Multiclass	Perceptron

▪ Start	with	all	weights	=	0	
▪ Pick	up	training	examples	one	by	one	
▪ Predict	with	current	weights	

▪ If	correct,	no	change!	
▪ If	wrong:	lower	score	of	wrong	answer,	

raise	score	of	right	answer
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Binary	=	multiclass	where	the	negative	class	has	weight	zero



OTHER CLASSIFIERS DISCUSSED

➤ Support Vector Machines

Support	Vector	Machines

▪ Maximizing	the	margin:	good	according	to	intuition,	theory,	practice	
▪ Only	support	vectors	matter;	other	training	examples	are	ignorable		
▪ Support	vector	machines	(SVMs)	find	the	separator	with	max	margin	
▪ Basically,	SVMs	are	MIRA	where	you	optimize	over	all	examples	at	once

MIRA

SVM
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OTHER CLASSIFIERS DISCUSSED

➤ Nearest Neighbors

Parametric	/	Non-Parametric

▪ Parametric	models:	
▪ Fixed	set	of	parameters	
▪ More	data	means	better	settings	

▪ Non-parametric	models:	
▪ Complexity	of	the	classifier	increases	with	data	
▪ Better	in	the	limit,	often	worse	in	the	non-limit	

▪ (K)NN	is	non-parametric Truth
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