
CS 188 SECTION 10



UPCOMING DEADLINES

➤ Practice Midterm 2 due tonight @ 11:59 

➤ Midterm 2 Wednesday, 11am–2pm 

➤ The location of the exam will vary based on the first letter 
of your last name. 

➤ If the first letter is in the range A-L: go to 277 Cory 

➤ If the first letter is in the range M-Z: go to 145 Dwinelle 

➤ HW 5 due Friday @ 11:59 

➤ Project 5 due Monday 8/1 @ 5pm



MARKOV MODELS

Markov	Models

▪ Value	of	X	at	a	given	time	is	called	the	state	

▪ Parameters:	called	transition	probabilities	or	dynamics,	specify	how	the	state	
evolves	over	time	(also,	initial	state	probabilities)	

▪ Stationarity	assumption:	transition	probabilities	the	same	at	all	times	
▪ Same	as	MDP	transition	model,	but	no	choice	of	action
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Joint	Distribution	of	a	Markov	Model

▪ Joint	distribution:	

▪ More	generally:

X2X1 X3 X4



EXAMPLE

Example	Markov	Chain:	Weather

▪ States:	X	=	{rain,	sun}
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▪ Initial	distribution:	1.0	sun	

▪ CPT	P(Xt	|	Xt-1):	
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▪ CPT	P(Xt	|	Xt-1):	
Example	Markov	Chain:	Weather

▪ Initial	distribution:	1.0	sun	

▪ What	is	the	probability	distribution	after	one	step?

rain sun

0.9

0.7

0.3

0.1



STATIONARY DISTRIBUTIONS

▪ Stationary	distribution:	
▪ The	distribution	we	end	up	with	is	called	
the	stationary	distribution			        of	the	
chain	

▪ It	satisfies	

Stationary	Distributions

▪ For	most	chains:	
▪ Influence	of	the	initial	distribution	gets	
less	and	less	over	time.	

▪ The	distribution	we	end	up	in	is	
independent	of	the	initial	distribution

Example:	Stationary	Distributions

▪ Question:	What’s	P(X)	at	time	t	=	infinity?
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HMM Hidden	Markov	Models
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FORWARD ALGORITHM
Hidden	Markov	Models
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Inference:	Base	Cases
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FORWARD ALGORITHM
Hidden	Markov	Models
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▪ Every	time	step,	we	start	with	current	P(X	|	evidence)	
▪ We	update	for	time:	

▪ We	update	for	evidence:	

▪ The	forward	algorithm	does	both	at	once	(and	doesn’t	normalize)
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WORKSHEET



PARTICLE FILTERING VIDEO

https://www.youtube.com/watch?v=aUkBa1zMKv4

https://www.youtube.com/watch?v=aUkBa1zMKv4

